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Heard Island: where? 

 

~4000 km 

~1600 km 



SPOT 1988 

../../Heard3D.avi


 

Source: Jenny Scott, UTas 



Vegetation Mapping 

 



WorldView-2 
• 1 panchromatic band: 0.46 m 

• 8 multispectral bands: 1.84 m 

• 1- 4 day revisit cycle 

• 4.6 – 10.7 m positional accuracy 

• Launched 8 October 2009 

 

http://worldview2.digitalglobe.com 

http://www.digitalglobe.com/index.php/88/WorldView-2


 

WorldView-2 – 23 December 2010 

500 m 



WV2 image derivatives 

 

NDVI Texture measures: 
GLCM Entropy (R) 
GLCM Homogeneity (G) 
GLCM Mean (B) 
 
Kernel size 3x3 and 11x11 
 
 



 

TerraSAR-X Digital Elevation Model 



DEM derivatives 



Geographic object based image analysis 

 



 



Random Forest classifier 

 Breiman, Leo (2001). "Random Forests". Machine Learning 45 (1): 5–

32. doi:10.1023/A:1010933404324. 

http://en.wikipedia.org/wiki/Leo_Breiman
http://en.wikipedia.org/wiki/Leo_Breiman
http://en.wikipedia.org/wiki/Machine_Learning_(journal)
http://en.wikipedia.org/wiki/Digital_object_identifier
http://dx.doi.org/10.1023/A:1010933404324


Random Forest algorithm 
• Ensemble decision tree classifier based on multiple decision trees 

(CART, ID3, C4.5) 

• Introduce two sources of randomness: “Bagging” and “Random 
input vectors” 

– Each tree is grown using a bootstrap sample of training data 
(random pixels 2/3 training, 1/3 testing, out-of-bag OOB error) 

– At each node, best split is chosen from random sample of mtry 

variables instead of all variables (reduce computational 
complexity and reduce correlation between trees) 

• Make predictions according to majority vote of the set of trees 
(mode, probability) 

• Importance of variable m can be estimated by randomly permuting 
all the values of the mth variable in the out of bag samples for each 
classifier 

 

 



Random Forest advantages 
• It is an ensemble classifier, i.e. more robust than a single 

classifier. 

• It is a non-parametric classifier, i.e. no (incorrect) assumptions 
about statistical distribution of classes 

• It handles a very large number of input variables 

• It estimates the importance of variables, i.e. contribution of 
bands to the classification (for each class and for the 
classification as a whole) 

• It calculates class probabilities for each sample, providing 
information on classification uncertainty 

• It only has two parameters (number of trees and number of 
variables per tree) and it is insensitive to their values 
(compared to SVMs with several parameter) 

• It outperforms most if not all state-of-the art classifiers 

 





Training random forest classifier 



RF classification results 



RF classification results 



Variable importance I 



Variable importance II 



Probability and Entropy 



Accuracy assessment – really?! 

 OOB estimate of  error rate: 0.27% 

Confusion matrix: 

        AI DCC   FF  H Ice  MF  PCC Rock Snow   T Water Wave class.error 

AI    2860   0    0  0   0   0    0    0    0   0     0    0 0.000000000 

DCC      0 540    2  0   1   0    1    0    0   0     0    0 0.007352941 

FF       3   0 1267  0   0   1    0    1    0   0     0    0 0.003930818 

H        1   1    0 44   0   0    0    0    0   0     0    0 0.043478261 

Ice      0   0    0  0 391   0    0    0    0   0     0    0 0.000000000 

MF       0   0    4  0   0 168    1    1    0   0     0    0 0.034482759 

PCC      2   1    1  0   0   0 1004    0    0   0     0    0 0.003968254 

Rock     0   0    0  0   0   0    0  660    0   0     0    0 0.000000000 

Snow     0   0    0  0   0   0    0    0  313   0     0    0 0.000000000 

T        2   0    0  0   0   0    0    0    0 602     0    0 0.003311258 

Water    0   0    0  0   0   0    0    0    0   0   556    0 0.000000000 

Wave     0   0    1  0   0   0    0    0    0   0     0  453 0.002202643 



Fieldwork needed - Multiscale sampling 

Source: Phillippa Bricher 



Deglaciation - colonisation 

 

Source: Jenny Scott 



Conclusions 

• GEOBIA provides a powerful framework for 
image classification 

• Spectral and terrain variables characterise the 
landscape 

• Random forest classifier can be used with 
GEOBIA to classify objects into vegetation and 
land cover classes 

• Robust multi-scale field sampling is required 
for training and validation 



Questions? 
Contact details: 

Dr Arko Lucieer 

University of Tasmania 

School of Geography & Environmental Studies 

Private Bag 76, Hobart, Tasmania 7001 

Arko.Lucieer@utas.edu.au 

http://www.lucieer.net 
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New acquisitions 

 



 

QuickBird 4 Feb. 2009 



 



 



SPOT - Mar 1991 Quickbird - Dec 2006 



NDVI difference 1991 - 2006 
 

NDVI 1991 NDVI 2006 NDVI difference 



 



 

Photos by Jenny Scott 
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Wavechange 

 


